
Swarm Intelligence



Definition of 
Swarm Intelligence
Swarm Intelligence (SI) is a 
collective behavior exhibited by self-
organized systems, often inspired 
by the behavior of social insects, 
birds, fish, and other organisms that 
work together to achieve complex 
tasks. SI is characterized by 
decentralized control, simple 
individual behaviors, and 
interactions among individuals that 
lead to emergent global patterns 
and problem-solving capabilities.
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Key Concepts

• Self-Organization: Individual agents in a swarm interact with each 
other and their environment without any central control. The 
interactions lead to the emergence of coordinated behavior on a global 
level.

• Emergence: Global patterns or behaviors arise from the interactions of 
individual agents, which are not explicitly programmed for the task they 
collectively perform.

• Robustness: Swarm systems often exhibit high robustness as the loss 
of a few individuals does not significantly affect the overall 
performance.

• Scalability: Swarm intelligence can scale effectively, making it suitable 
for solving problems with large numbers of agents.
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Swarm Intelligence Approaches
• Ant Colony Optimization (ACO): Inspired by the foraging behavior of ants, ACO 

algorithms are used for solving optimization problems, such as the Traveling 
Salesman Problem (TSP).

• Particle Swarm Optimization (PSO): Based on the social behavior of birds 
flocking or fish schooling, PSO is used for optimization tasks, such as function 
optimization and parameter tuning.

• Bee Algorithm (BA): Inspired by the foraging behavior of honeybees, BA is utilized 
for optimization problems, such as job scheduling and resource allocation.

• Artificial Bee Colony (ABC): Similar to BA, ABC is inspired by the foraging 
behavior of bees and is applied to various optimization problems.

• Firefly Algorithm (FA): Inspired by the synchronous flashing patterns of fireflies, 
FA is used for optimization tasks, such as optimization and clustering.

• Swarm Robotics: This involves designing and programming a swarm of robots 
that interact with each other and their environment to achieve tasks collectively.

ABS 2023



Advantages of Swarm Intelligence

• Flexibility: Swarms can adapt to changing environments and can 
handle dynamic situations effectively.

• Parallelism: Swarm systems can perform multiple tasks 
simultaneously, leading to faster problem-solving.

• Distributed Knowledge: Each agent in the swarm brings its 
knowledge, contributing to the collective intelligence.

• Minimal Communication: Individual agents usually communicate 
locally, minimizing the need for global communication.
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Applications of Swarm Intelligence
• Routing and Logistics: Swarms can optimize routing and logistics 

problems, such as vehicle routing, package delivery, and traffic 
management.

• Optimization: Swarm algorithms can be used to solve complex optimization 
problems in various domains, such as engineering, finance, and data 
science.

• Resource Allocation: Swarm systems can efficiently allocate resources in 
dynamic environments, such as energy distribution and task allocation in 
distributed systems.

• Pattern Recognition: Swarm-based techniques can be applied to pattern 
recognition tasks, such as image processing and data clustering.

• Swarm Robotics: Swarms of robots can be used for tasks like search and 
rescue, environmental monitoring, and exploring hazardous environments.

ABS 2023



Limitation
• Premature Convergence: Swarm algorithms may suffer from premature 

convergence, where the swarm converges to a suboptimal solution without 
exploring the entire search space. This can happen if the swarm gets trapped in 
local optima or if there is insufficient exploration.

• Sensitivity to Parameters: Many swarm algorithms have several parameters 
that need to be set appropriately for optimal performance. Selecting these 
parameters can be challenging, and the performance of the algorithm can be 
sensitive to their values.

• Communication Overhead: In some swarm systems, communication among 
individuals is essential for coordination. Excessive communication overhead can 
lead to performance degradation, especially in large-scale systems.

• Lack of Global Knowledge: Most swarm systems rely on local interactions and 
do not have a global view of the problem. While this can be an advantage in 
certain scenarios, it may lead to suboptimal solutions in some cases.

• Vulnerable to Noisy Environments: Swarm algorithms can be sensitive to 
noisy or uncertain environments. Noise can disrupt the coordination among 
individuals and lead to suboptimal solutions.
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Limitation
• Limited Problem Domain: Swarm algorithms may not be suitable for all 

types of problems. They excel in decentralized and distributed scenarios 
but may not be the best choice for problems that require precise, 
centralized control.

• Difficulty in Scaling: While swarm systems are generally scalable, they 
may face challenges in extremely large-scale scenarios due to 
communication overhead, increased complexity, and resource constraints.

• Algorithm Complexity: Some swarm algorithms can be computationally 
intensive, especially when dealing with large swarms or complex problems. 
This can limit their real-time applicability.

• Lack of Theoretical Understanding: The theoretical foundations of swarm 
intelligence are still not fully understood, making it challenging to predict 
the behavior of certain swarm algorithms in all scenarios.

• Limited Adaptability: While swarms are generally adaptable to dynamic 
environments, extreme changes in the environment may challenge their 
ability to adapt effectively.
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Ant Colony 
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Introduction

• Ant Colony Optimization (ACO) is a metaheuristic optimization 
algorithm inspired by the foraging behavior of ants. 

• It was introduced by Marco Dorigo in 1992 as a method for solving 
combinatorial optimization problems. 

• ACO mimics the collective foraging behavior of ants, where individual 
ants deposit pheromone trails to communicate with each other and find 
the shortest paths between their nest and food sources.
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Ant Colony Optimization
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Key Concepts
• Ants: In the ACO algorithm, artificial ants are used to search for solutions to 

optimization problems. Each ant moves through the problem space, constructing a 
potential solution based on the pheromone information and heuristic knowledge.

• Pheromone: Ants deposit pheromone on the paths they traverse. The amount of 
pheromone is proportional to the quality of the solution found. Pheromone trails are 
used to communicate information about the quality of the solutions among ants.

• Heuristic Information: Ants use heuristic information to guide their search. 
Heuristic information is problem-specific and helps ants make informed decisions 
when constructing solutions.

• Solution Construction: Ants probabilistically construct solutions by making 
choices based on both pheromone levels and heuristic information. Higher 
pheromone levels on a path and better heuristic information increase the likelihood 
of an ant choosing that path.

• Evaporation: Pheromone evaporates over time to avoid the convergence to a 
suboptimal solution. Evaporation allows exploration of new paths and prevents the 
algorithm from getting stuck in local optima.
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ACO Algorithm Steps
• Initialization: Initialize pheromone levels on all paths and set up the 

problem-specific heuristic information.

• Ant Solution Construction: For each ant, construct a potential solution by 
probabilistically choosing paths based on pheromone levels and heuristic 
information.

• Local Update: After each ant constructs its solution, update the pheromone 
levels on the paths taken by the ant. This update is a local reinforcement 
mechanism that increases the pheromone level on the chosen paths.

• Global Update: After all ants have completed their tours, perform a global 
pheromone update. The pheromone levels are evaporated to encourage 
exploration and prevent stagnation.

• Termination: Repeat steps 2 to 4 for a specified number of iterations or until 
a termination condition is met (e.g., a certain number of iterations without 
significant improvement).
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Ant colony optimization algorithms
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Applications of ACO

• Traveling Salesman Problem (TSP): Finding the shortest possible 
route that visits all given cities and returns to the starting city.

• Vehicle Routing Problem (VRP): Determining efficient routes for a 
fleet of vehicles to deliver goods to a set of customers.

• Job Scheduling: Scheduling tasks or jobs to minimize makespan or 
completion time.

• Wireless Sensor Network Optimization: Optimizing the deployment 
and communication in wireless sensor networks.

• Graph Coloring: Assigning colors to vertices of a graph such that no 
two adjacent vertices have the same color.
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Advantages of ACO

• ACO is particularly effective for solving complex combinatorial 
optimization problems where exhaustive search is infeasible due to the 
large search space.

• It can handle dynamic problem environments and adapt to changes 
effectively.

• ACO has been proven to find near-optimal solutions in a reasonable 
amount of time.

• The algorithm is inherently parallel, allowing for efficient implementation 
on parallel computing architectures.
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Limitations of ACO

• ACO may suffer from slow convergence rates, especially in large 
problem spaces.

• Fine-tuning the algorithm's parameters can be challenging and may 
require problem-specific knowledge.

• ACO's performance can be sensitive to the choice of heuristic 
information and pheromone update rules.

• It may struggle with continuous and high-dimensional optimization 
problems.
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Particle Swarm Optimization
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Introduction

• Particle Swarm Optimization (PSO) is a powerful and versatile 
optimization algorithm inspired by the social behavior of bird flocks or 
fish schools. 

• It was introduced by Eberhart and Kennedy in 1995 and has since 
become a popular nature-inspired optimization technique. 

• PSO is a population-based stochastic optimization algorithm that 
mimics the collective intelligence and cooperation observed in nature to 
efficiently explore the search space and find optimal solutions for 
various optimization problems. 
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Working Principles of PSO
• Particle Swarm Optimization is based on the concept of particles moving 

through a multidimensional search space. 

• Each particle represents a potential solution to the optimization problem. 

• The particles adjust their positions and velocities over iterations, aiming to 
improve their fitness values (quality of solutions) based on the best solutions 
found by themselves and their neighbors. 
• Particle Representation: Particles are represented as points in a multidimensional 

search space. Each particle has a position and a velocity.

• Particle Movement: The velocity of each particle is updated based on its current 
position, its best historical position (personal best), and the best position found by the 
swarm (global best).

• Swarm Cooperation: Particles communicate and cooperate with each other by 
sharing information about their best-found solutions, influencing the velocity updates.
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PSO Algorithm
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• The PSO algorithm consists of several steps that iteratively update the 
particles' positions and velocities to explore the search space and find 
optimal solutions. 
• Initialization: Initialize the population of particles with random positions and 

velocities. Define problem-specific parameters, such as the inertia weight, 
cognitive parameter, and social parameter.

• Iteration Process: Iterate through a fixed number of generations or until a 
termination criterion is met. In each iteration, update the velocity and position of 
each particle based on the previously discussed movement principles.

• Termination Criteria: Determine when to stop the algorithm. Common 
termination criteria include reaching a maximum number of iterations or 
achieving a satisfactory solution.



PSO Components

• Fitness Function: The fitness function evaluates the quality of 
solutions and guides the search towards better solutions. It is problem-
specific and varies based on the optimization task.

• Inertia Weight: The inertia weight is a crucial parameter that balances 
exploration and exploitation in the search space. It controls the 
influence of the particle's previous velocity on the current velocity 
update.

• Cognitive and Social Parameters: The cognitive parameter controls 
the particle's tendency to move towards its historical best position, 
while the social parameter determines its attraction to the global best 
position found by the swarm.
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PSO Variants

• Global Best PSO
• The classical version of PSO, where the entire swarm shares information about 

the global best solution.

• Local Best PSO
• Introducing local best PSO, where particles communicate with a subset of 

neighbors to find local optima.

• Dynamic PSO
• Adapting PSO parameters during runtime to enhance exploration and 

exploitation.

• Dynamic inertia weight and neighborhood structures.
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Applications of PSO

• Function Optimization: Solving mathematical functions and 
benchmark optimization problems using PSO.

• Neural Network Training: Training neural networks and optimizing 
their weights using PSO.

• Engineering Design: Applying PSO in engineering design problems, 
such as parameter tuning and optimization.

• Data Clustering: Utilizing PSO for data clustering and pattern 
recognition tasks.
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Advantages of PSO

• Simplicity and ease of implementation.

• Efficient exploration of search space, especially in high-dimensional 
problems.

• Global and local search capabilities.

• Potential for parallelization and scalability.
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Challenges and Limitations

• Premature convergence to suboptimal solutions.

• Sensitivity to parameter tuning.

• Struggles with multimodal optimization problems.
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Reynolds's Boids
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Introduction

• Reynolds's Boids is a computer simulation developed by Craig 
Reynolds in 1986 to study the collective behavior of flocks of birds. 

• The term "Boids" is a blend of "bird" and "oids," representing the 
individual entities in the simulation. 

• The primary goal of the Boids model is to demonstrate how complex 
group behavior can emerge from simple individual rules. 

• The simulation has become a classic example of emergent behavior, 
and its principles have been widely applied in various fields, including 
computer graphics, artificial life, robotics, and optimization algorithms.
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Basic Principles
• Boids simulation is based on three fundamental rules that govern the 

behavior of each individual Boid:

• Separation: Boids try to avoid collisions with other nearby Boids. They 
maintain a minimum distance from their neighbors, preventing overcrowding 
and potential collisions. This rule ensures that Boids don't get too close to 
each other and helps maintain personal space within the flock.

• Alignment: Boids aim to align their direction with that of their nearby 
neighbors. They observe the average heading of the neighboring Boids and 
adjust their own velocity to match it. This rule fosters coherence and 
coordination within the group, as Boids tend to move in the same general 
direction as their peers.

• Cohesion: Boids attempt to move towards the center of mass of their nearby 
neighbors. They are attracted to the average position of the group, trying to 
stay together with the flock. This rule promotes unity and prevents the group 
from dispersing too widely.
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Simulation Process

• Each Boid in the simulation is considered an autonomous agent 
capable of following the three rules independently. 
• Separation: The Boid calculates the vector pointing away from nearby Boids 

that are within a specified separation radius. The Boid then adjusts its velocity to 
move away from the perceived center of mass of those neighboring Boids.

• Alignment: The Boid calculates the average heading of its nearby neighbors 
and adjusts its velocity to match this average direction. This step helps align the 
Boid's motion with its peers.

• Cohesion: The Boid calculates the center of mass of its nearby neighbors and 
adjusts its velocity to move towards this center. This action promotes cohesive 
movement within the flock.

• Final Velocity: After considering all three rules, the Boid updates its velocity to 
create a smooth transition towards the new direction.
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Applications

• Computer Graphics: The Boids model is frequently utilized to create 
realistic animations of crowds, flocks, and schools in movies, video 
games, and simulations.

• Artificial Life and Robotics: The principles of Boids are employed in 
the development of autonomous robots and drones to coordinate 
movement efficiently and avoid collisions.

• Optimization Algorithms: The Boids model has inspired various 
optimization algorithms, including particle swarm optimization (PSO), 
which mimics the collective behavior of Boids to solve complex 
optimization problems.
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Thank you

budditha@kdu.ac.lk, 0766229829
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